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Abstract  

 

Air is the most crucial element for the survival of life on Earth. The air we breathe has a 

profound effect on our ecosystem biodiversity. Consequently, it is always prudent to monitor 

the air quality in our environment. There are few ways can be done in predicting the air 

pollution index (API) like data mining. Therefore, this study aimed to evaluate three types of 

support vector regression (linear, SVR, libSVR) in predicting the air pollutant concentration 

and identify the best model. This study also would like to calculate the API by using the 

proposed model. The secondary daily data is used in this study from year 2002 to 2020 from 

the Department of Environment (DoE) Malaysia which located at Petaling Jaya monitoring 

station. There are six major pollutants that have been focusing in this work like PM10, PM2.5, 

SO2, NO2, CO, and O3. The root means square error (RMSE), mean absolute error (MAE) 

and relative error (RE) were used to evaluate the performance of the regression models. 

Experimental results showed that the best model is linear SVR with average of RMSE = 

5.548, MAE = 3.490, and RE = 27.98% because had the lowest total rank value of RMSE, 

MAE, and RE for five air pollutants (PM10, PM2.5, SO2, CO, O3) in this study. Unlikely for 

NO2, the best model is support vector regression (SVR) with RMSE = 0.007, MAE = 0.006, 

and RE = 20.75%   in predicting the air pollutant concentration. This work also illustrates 

that combining data mining with air pollutants prediction is an efficient and convenient way 

to solve some related environment problems. The best model has the potential to be applied 

as an early warning system to inform local authorities about the air quality and can reliably 

predict the daily air pollution events over three consecutive days. Besides, good air quality 

plays a significant role in supporting biodiversity and maintaning healthy ecosystems.  

 

Keywords: Aair pollution index; Data mining; Support vector regression; Linear SVR; LibSVR   

 
 

 

Introduction  

 

Air pollution is widely acknowledged as a serious public health hazard on a global scale. 

Malaysia, like other developing countries in Southeast Asia, is battling with urban air pollution 

because of growing industrialization and urbanization, which is especially problematic in 
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Malaysia. Increase of air pollutant would negatively impacts on biodiversity including changes 

in species composition, loss of habitat and food sources, water and soil contamination and 

genetic diversity reduction. Industrial, energy-generating, and transportation- related exhaust 

emissions, as well as forest fires and open burning in open spaces, are significant sources of air 

pollution [1]. Travel, electricity, and fuel consumption are all expanding in lockstep with 

population growth and have developed into important challenges. As a result, air quality 

monitoring and evaluation required as it is important to keep an eye on and control air pollution, 

as well as try to avoid the negative effects of air pollution caused by health problems. 

Therefore, many countries develop regulations to reduce air pollution for the long-term 

protection of the environment [2]. Recent years have seen a rapid increase in research into air 

quality issues, indicating that people are paying more attention to these issues. Air quality 

research has primarily concentrated on three areas: air quality monitoring, air quality causal 

analysis, and air quality forecasting and prediction. Good air quality has several impacts on 

biodiversity including increase of forest health, reduce respitory stress on wildlife, reduce 

pollinator disruption and ensure the wellbeing of its ecosystems and people. D. Zhang and S.S. 

Woo [3] expressed that the air quality data can be obtained easily by installing environmental 

sensors or by downloading it from open databases. Along with the government-built air quality 

monitoring stations, numerous low-cost, portable, and lightweight air quality monitors have 

been invented.  

As a result, some researchers have done research to ascertain the elements that contribute 

to air pollution. H. Baltaci et al. [4] reported that there are also other studies on air quality 

prediction that use a variety of methodologies, such as the use of neural networks and support 

vector regression (SVR) to forecast three days in advance the concentrations of SO2, CO, and 

PM10 in Istanbul’s Besiktas District. C. Puspitasari et al. [5] used the support vector regression 

machine with different kernels to predict the hourly O3 concentration in the city of Surabaya 

and compared the prediction result with artificial neural networks, while A. Suárez Sánchez et al. 

[6] established an air quality regression model in the urban area of Aviles, Spain using support 

vector regression technology based on experimental data of air pollutants from 2006 to 2008. In 

addition, W. Yang et al. [7] predicted hourly PM2.5 in the China urban atmospheric environment 

using support vector regression.  

Data mining predictive model especially support vector regression (SVR) can handle 

both linear and non-linear data. This approach is capable of dealing with multicollinearity and 

outliers and perform well with big training datasets. It is not only capable of overcoming the 

limitations of conventional prediction techniques in small sample and high-dimensional 

application scenarios, but also has superior generalization performance [8]. Therefore, the 

support vector regression machine has been effectively implemented in the model for predicting 

air quality. H. Karimian et al. [9] stated that data mining methods can be employed to analyze 

and extract information from existing Air Pollution Index (API) data for predictive purposes. 

The recent advancement in data mining algorithms has facilitated numerous successful projects 

across diverse applications, particularly in the realm of air pollution data. 

Thus, to fill the gap, the aim of this paper is to compare the three types of support vector 

regression (linear, SVR, libSVR) in predicting the air pollutant concentration to enhance the 

biodiversity especially in Malaysia. This study also would like to identify the best model of 

support vector regression in predicting the air pollutant concentration.  

 

Methodology 

 

This location of this study was in Petaling Jaya because of its rapid population growth 

and geographic significance, with an area of approximately 97.2 square kilometres (37.5sq.mi). 

Petaling Jaya is prominently located at one of the Klang Valley's urban centres and is 

surrounded by the Malaysian capital, Kuala Lumpur. 
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This study used secondary data that obtained from Department of Environment (DOE) 

from 2002 to 2020 for Petaling Jaya monitoring station. The observations for this dataset are 

6852 observations. However, the availability of data for PM2.5 only started from July 2017 to 

2020. The variables in this dataset were six major air pollutants (in concentration) like sulphur 

dioxide (SO2), particulate matter (PM2.5, PM10), ozone (O3), nitrogen dioxide (NO2), and carbon 

monoxide (CO) and others like wind speed, wind direction, temperature, and humidity. In 

addition, the data of each variable is in daily average. The missing data will be handled by using 

Expectation Maximization (EM) [10]. 

Support Vector Regression (SVR) is a support vector algorithm for regression problems 

[11]. It can be adept at managing both linear and non-linear data flawlessly. Three key concepts 

associated with SVR include margin, hyperplane, and support vectors. A hyperplane is a plane 

that separates the given data points into two distinct areas. SVR aims to identify the ideal 

hyperplane, ensuring that the discrepancies between the training data and the hyperplane do not 

exceed ε. In other words, it minimizes the gap between the support vectors on either side of the 

hyperplane [8, 2]. 

Therefore, a regression function f(x) can be obtained by training SVR so that its 

deviation from the actual value y is not more than ε for each training vector x. The regression 

function f(x) can be obtained as:  

            (1) 

where: x is the input feature vector, b is the bias term,  

 and  are the Lagrange multipliers and  is a kernel function. Finally, since most 

realistic problems are non - linear, the kernel trick is commonly performed by mapping training 

data onto the high-dimensional feature space. Therefore, the kernel function forms that can be 

obtained from the following equations:  

Linear kernel function, 

            (2) 

Radial basis kernel function,  

        (3) 

This study includes several types of SVR like linear and libSVR since it is regression 

tasks. Linear Support Vector Machine based upon the JMySVM. This operator uses the Java 

implementation of Stefan Rüping's support vector regression mySVR [13]. It is limited to the 

dot (linear) kernel, but generates a high-performance model containing only the linear 

coefficient for quicker model deployment. 

LibSVR is an integrated software for regression (epsilon-SVR, nu-SVR). In nu-SVR, it 

is utilised to select the fraction of support vectors that wish to retain relative to the total number 

of samples in your dataset [14]. In epsilon-SVR, the parameter is incorporated into the 

formulation of the optimization problem and determined automatically (optimally) for the 

dataset. 

Performance indicators in this research work are used to determine accuracy and errors 

of support vector regression (linear, SVR, libSVR). This was accomplished by performing a 

computation utilizing a performance indicator to determine the error value and ensuring that the 

best fit condition could be applied to all variables of air pollution stated. The best fit condition 

exists when the calculation produces the lowest error percentage. The indicators used to identify 

the best method for prediction of API are the root mean square error (RMSE), relative error (RE) 

and, mean absolute error (MAE). 

The results of RMSE, MAE, and RE for the prediction model will be compared to 

determine the best model. The lowest value of RMSE, MAE, and RE will be ranked as one, and 

the second lowest value will be ranked as two, and the highest is ranked as three. The best 
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support vector regression (linear, SVR, libSVR) model for API prediction will indicates from 

the lowest total ranking values of RMSE, MAE, and RE as stated by A.Z.U. Saufie et al. [12]. 

 

Results and discussion 

 

The characteristics of the air pollutants can be determined by using the central tendency, 

measure of dispersion and data visualization. From the table 1, it reveals that all the variables 

are not normally distributed because the skewness is not equal to zero. Besides, from the 

skewness results, it indicates that SO2, PM2.5, PM10, O3, NO2, CO, wind direction, and 

temperature are skewed to the right because the skewness values are positive. However, wind 

speed and humidity are skewed to the left due to the negative values. Thus, the reason for using 

the support vector regression (SVR) in this study is because this approach does not require 

assumptions of normality. In addition, PM10 has the highest standard deviation which means 

that the PM10 concentrations are far from the mean of set and spread over. This indicates that 

PM10 has a wobbling dataset compared to other pollutants. 

 
Table 1. Descriptive statistics 

 

Variables Mean Median 
Standard 
Deviation 

Skewness Maximum 

SO2 (ppm) 0.0041 0.0038 0.0026 1.2110 0.0235 
PM2.5 (µg/m3) 24.8251 22.3441 12.6394 4.2180 140.2732 
PM10 (µg/m3) 48.7529 44.2396 24.4902 4.3590 482.2083 

O3 (ppm) 0.0138 0.0129 0.0074 1.5840 0.0869 
NO2 (ppm) 0.0289 0.0284 0.0083 0.2740 0.0657 
CO (ppm) 1.3505 1.2755 0.4714 1.2850 6.6875 

Wind Speed (mph) 3.5991 3.8583 1.6535 - 0.3620 12.3833 
Wind Direction 2.7362 2.6253 0.7939 0.5040 6.2442 

Temperature (oC) 28.1907 28.1766 1.8283 0.2380 35.7707 
Relative humidity (%) 73.5145 74.2500 7.8515 - 0.0516 95.8750 

 

Prediction Model 
This section presents the results of prediction which are the root mean squared error 

(RMSE), mean absolute error (MAE), and relative error (RE) in predicting the air pollutants 
concentration. The best proposed model is chosen based on the lowest RMSE, MAE, and RE. 
To make it easier, the RMSE, MAE, and RE was ranked as one which is the best performance, 
followed by two and then three. Next, the rank will be summed to choose the best proposed 
model. Moreover, the next day prediction will be representing as day one, the next 2 days 
prediction will be presenting as day two, and the next 3 days prediction will be presenting as 
day three.  

Particulate Matter (PM10)  

PM10 concentration is predicted by using three models of support vector machine in 
regression (SVR, LibSVR, Linear). Therefore, table 2 shows the results of RMSE, MAE, and 
RE in predicting the PM10 concentration by using those methods. Prediction for day 1, it reveals 
that linear SVR is the best proposed model since it has lowest RMSE, MAE and RE. Along 
with day 1, prediction of day 2 and day 3 also reveals that the linear SVR is the best proposed 
model due to lowest value of RMSE, MAE and RE. Nevertheless, as the predicted day increase, 
the performance of the model decreases as indicated by the increase in RMSE, MAE and RE. 

Carbon Monoxide (CO) 
The performance of support vector machine in regression for predicting the CO 

concentration (SVR, LibSVR, Linear) is shown in table 3. Prediction for day 1,2, and 3 shows 
that linear SVR is the best proposed model since it has lowest RMSE, MAE and RE. As well as 
the predicted day increase, the performance of the model decreases as indicated by the increase 
in RMSE, MAE and RE. Moreover, SVR and LibSVR is the second and third best model in 
predicting the CO concentration. 
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Table 2. Model Evaluation of PM10 Concentration Prediction 
 

Day Model 
Model Evaluation Rank 

RMSE MAE RE RMSE MAE RE Sum 

1 

SVR 15.789 9.345 19.72% 2 1 2 5 

LibSVR 20.977 9.895 19.87% 3 3 3 9 

Linear  14.572 9.424 19.28% 1 2 1 4 

2 

SVR 21.486 11.705 24.28% 3 3 3 9 

LibSVR 18.790 11.484 23.06% 2 2 2 6 

Linear  17.883 11.359 23.00% 1 1 1 3 

3 

SVR 21.810 12.224 25.69% 3 2 3 8 

LibSVR 20.688 12.266 24.24% 2 3 1 6 

Linear  20.046 12.221 24.39% 1 1 2 4 

 
Table 3. Model Evaluation of CO Concentration Prediction 

 

Day Model 
Model Evaluation Rank 

RMSE MAE RE RMSE MAE RE Sum 

1 
SVR 0.336 0.240 18.98% 2 2 2 6 
LibSVR 0.406 0.282 22.10% 3 3 3 9 
Linear  0.315 0.235 18.66% 1 1 1 3 

2 
SVR 0.400 0.280 22.61% 2 2 1 5 
LibSVR 0.434 0.307 24.43% 3 3 3 9 
Linear  0.371 0.279 22.86% 1 1 2 4 

3 

SVR 0.408 0.296 24.11% 2 2 2 6 

LibSVR 0.418 0.314 25.42% 3 3 3 9 

Linear  0.392 0.290 23.64% 1 1 1 3 

 
Sulphur Dioxide (SO2)  
SO2 concentration is predicted by using three models of support vector machine in 

regression (SVR, LibSVR, Linear). Table 4 shows the results of RMSE, MAE, and RE in 
predicting the SO2 concentration by using those methods. Prediction for day 1, it reveals that 
linear SVR is the best proposed model since it has lowest RMSE, MAE and RE. Along with 
day 1, prediction of day 2 and day 3 also reveals that the linear SVR is the best proposed model 
due to lowest value of RMSE, MAE and RE. Nevertheless, as the predicted day increase, the 
performance of the model decreases as indicated by the increase in RMSE, MAE and RE.  

 
Table 4. Model Evaluation of SO2 Concentration Prediction 

 

Day Model 
Model Evaluation Rank 

RMSE MAE RE RMSE MAE RE Sum 

1 SVR 0.514 0.397 13.50% 3 3 1 7 
LibSVR 0.007 0.006 274.86% 2 2 3 7 
Linear  0.002 0.001 34.49% 1 1 2 4 

2 SVR 0.379 0.293 9.48% 1 2 1 4 

LibSVR 0.007 0.007 298.95% 3 1 3 7 

Linear  0.379 0.293 9.48% 1 2 1 4 

3 SVR 0.413 0.319 10.34% 3 3 1 7 

LibSVR 0.007 0.006 270.99% 2 2 3 7 

Linear  0.002 0.001 41.65% 1 1 2 4 

 
Ground-level ozone (O3)  
The performance of support vector machine in regression for predicting the O3 

concentration (SVR, LibSVR, Linear) is shown in table 5. Thus, Prediction for day 1,2, and 3 
shows that linear SVR is the best proposed model since it has lowest RMSE, MAE and RE. As 
well as the predicted day increase, the performance of the model decreases as indicated by the 
increase in RMSE, MAE and RE. Moreover, SVR (SVM) and SVR (Lib SVM) is the second 
and third best model in predicting the O3 concentration.  
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Table 5. Model Evaluation of O3 Concentration Prediction 
 

Day Model Model Evaluation Rank 
RMSE MAE RE RMSE MAE RE Sum 

1 SVR 0.005 0.004 39.93% 1 1 2 4 

LibSVR 0.031 0.03 356.40% 3 3 3 9 

Linear  0.005 0.004 39.90% 1 1 1 3 

2 SVR 0.006 0.005 48.59% 1 2 2 5 
LibSVR 0.02 0.019 242.60% 3 3 3 9 
Linear  0.006 0.004 44.33% 1 1 1 3 

3 SVR 0.007 0.005 49.41% 2 1 2 5 

LibSVR 0.03 0.03 356.12% 3 3 3 9 

Linear  0.006 0.005 46.58% 1 1 1 3 

 
Nitrogen Dioxide (NO2)  
NO2 concentration is predicted by using three models of support vector machine in 

regression (SVR, LibSVR, Linear). Table 6 shows the results of RMSE, MAE, and RE in 
predicting the NO2 concentration by using those methods. Prediction for day 1, it reveals that 
SVR is the best proposed model since it has lowest RMSE, MAE and RE. Along with day 1, 
prediction of day 2 and day 3 also reveals that the SVR is the best proposed model due to 
lowest value of RMSE, MAE and RE. Nevertheless, as the predicted day increase, the 
performance of the model decreases as indicated by the increase in RMSE, MAE and RE. 

 
Table 6. Model Evaluation of NO2 Concentration Prediction 

 

Day Model Model Evaluation Rank 
RMSE MAE RE RMSE MAE RE Sum 

1 SVR 0.006 0.005 17.70% 1 1 1 3 

LibSVR 0.010 0.008 42.68% 3 3 3 9 

Linear  0.006 0.005 21.89% 1 1 2 4 

2 SVR 0.007 0.006 21.19% 1 1 1 3 

LibSVR 0.011 0.009 47.68% 3 3 3 9 

Linear  0.007 0.006 26.68% 1 1 2 4 

3 SVR 0.008 0.006 23.36% 2 1 1 4 

LibSVR 0.010 0.009 45.70% 3 3 3 9 

Linear  0.007 0.006 26.76% 1 1 2 4 

 
           Particulate Matter (PM2.5) 

The performance of support vector machine in regression for predicting the PM2.5 

concentration (SVR, LibSVR, Linear) is shown in table 7. Prediction for day 1,2, and 3 shows 
that linear SVR is the best proposed model since it has lowest RMSE, MAE and RE. As well as 
the predicted day increase, the performance of the model decreases as indicated by the increase 
in RMSE, MAE and RE..  

 
Table 7. Model Evaluation of PM2.5 Concentration Prediction 

 

Day Model Model Evaluation Rank 
RMSE MAE RE RMSE MAE RE Sum 

1 SVR 8.167 5.342 20.21% 1 2 2 5 

LibSVR 12.818 6.331 22.04% 3 3 3 9 

Linear  8.576 5.302 20.17% 2 1 1 4 

2 SVR 9.963 6.221 24.79% 1 1 1 3 

LibSVR 12.81 6.987 26.22% 3 3 3 9 

Linear  9.963 6.221 24.79% 1 1 1 3 

3 SVR 10.7 6.713 26.44% 1 1 1 3 

LibSVR 13.215 7.246 27.26% 3 3 3 9 

Linear  10.7 6.713 26.44% 1 1 1 3 
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Table 8. The Best Prediction Model for Each Pollutants 
 

Day Model PM10 CO SO2 O3 NO2 PM2.5 

1 

SVR     √  

LibSVR       

Linear √ √ √ √  √ 

2 

SVR     √  

LibSVR       

Linear √ √ √ √  √ 

3 

SVR     √  

LibSVR       

Linear √ √ √ √  √ 

 
SVR and LibSVR is the second and third best model in predicting the PM2.5 

concentration. As seen in table 8 the best prediction model for six major pollutants (SO2, PM2.5, 
PM10, O3, NO2, CO).  
 
Conclusions 
 

This research focused on six major pollutants at Petaling Jaya station like particulate 
matter (PM10, PM2.5), sulphur dioxide (SO2) nitrogen dioxide (NO2), carbon monoxide (CO), 
and ozone (O3). This study involved secondary data of 18 years (2002-2020) obtained from 
Department of Environment Malaysia. Based on this study, PM10 has many outliers compared 
to others air pollutants namely PM2.5, SO2, NO2, CO, and O3 which indicates that PM10 has a 
wobbling dataset. In addition, PM10 has the highest standard deviation which means that the 
PM10 concentrations are far from the mean of set and spread over. Moreover, since the value of 
skewness tend to skew to the left and right. Therefore, the support vector regression (SVR) was 
used is this study.  

Besides, this study aims to identify the best model in predicting the air pollutant 
concentration among those three types of SVR (linear, SVR, libSVR). It can be concluded that, 
the best model is linear SVR with the lowest total rank value of RMSE, MAE, and RE for five 
out of six pollutants in this study having an average of 5.548, 3.490, and 27.98% respectively. 
The five air pollutants include particulate matter (PM10, PM2.5), sulphur dioxide (SO2), carbon 
monoxide (CO), ozone (O3). Unlikely for nitrogen dioxide (NO2), the best model was support 
vector regression (SVR) by having the average value of RMSE (0.007), MAE (0.006), and RE 
(20.75%) in predicting the air pollutant concentration.  

Finally, the proposed model can accurately predict the daily air pollution episodes over 
three consecutive days and could potentially be used as an early warning system to alert local 
authorities about the air quality. Additionally, good air quality plays a significant role in 
supporting biodiversity and maintaning healthy ecosystems. However, it is only applicable in 
this particular location and when the source's characteristics remain constant. 
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