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Abstract  

 

Particulate matter (PM10) is the main air pollutant during high particulate event (HPE) or also 

known as haze in Southeast Asia specifically in Malaysia. PM10 emanation is believed to cause 

the strongest harm to public health and environment during this time. Therefore, it is very 

important to develop good PM10 prediction model during these event that can be used to give 

the early warning to the public. A database with hourly PM10 concentration together with other 

trace gases and weather parameters were obtained from Department of Environment (DOE) 

Malaysia. The dataset was obtained from 2012 to 2016 at two study areas located in Klang 

Valley, namely, Petaling Jaya and Shah Alam. Three predictive models namely Multiple Linear 

Regression (MLR), Principle Component Regression (PCR) and Artificial Neural Network 

(ANN) were developed to predict the concentration of PM10 for the next-day, next-two-day and 

next-three-day. The predicted values were evaluated using several performance indicators i.e. 

Normalised Absolute Error (NAE), Root Mean Squared Error (RMSE), Prediction Accuracy 

(PA), Coefficient of Determination (R2) and Index of Agreement (IA). ANN was selected as the 

best prediction model for PM10 concentration during HPE with the smallest average error (NAE 

= 0.11; RMSE = 9.69) and highest agreement with the observed values with the average of 

performances of R2 = 0.97.  

 

Keywords: Particulate matter; Haze; Air quality modeling; Linear regression; ANN 
 

 

Introduction  

 

Air pollutant can be characterized as any form of particulates, biological molecules, or 

other harmful gases such as smoke, soot, fly ash, dust, dirt, fumes, vapours, odours that can be 

reason of illness, mortality and harm to other living being such as food crops, or the characteristic 
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or built environment [1]. The most elevated air pollutant influenced by numerous nations can be 

distinguished as particulate matter (PM), which has aerodynamic diameter less than 10µm or can 

be known as PM10. PM10 is produced in numerous pure and manmade forms which is therefore 

involved in chemical processes and physical aspects in the ambient air and could affect human 

well-being, climate and the natural environment. Prior to the actual outflow to the environment, 

PM10 remains in a coastal state to make a climate vaporized with various properties – depending 

on the particle's morphology, division, shape, surface and chemical composition. The chemical 

structure of particulate matter is diverse and depends on the type of emission sources as well as 

the time of residence within the air [2]. 

PM10 concentration can rise up tremendously due to smoke discharges from biomass 

burning. Biomass burning has played a recognizable part in unforeseen extreme haze episodes, 

known as high particulate event (HPE) that covered with the essential and auxiliary pollutants 

determined from motor debilitates and coal combustion [3]. Deficient combustion, especially 

from huge ranges of biomass burning ordinarily supplies high quantity of smoke and fine particles 

to the atmospheric conditions. Due to territorial winds, these fine particles can be transported 

across boundaries from their primary causes [4, 5]. 

Air pollutants emitted from haze in one country will have an effect on that country and the 

near and regional countries further. These events, mainly due to the very dry weather associated 

with the incidence of robust El Niño situations, resulted in the international transportation of 

unsafe pollutants from the original pollution sources from Indonesia's Borneo and Sumatra to the 

highly populated Malaysian Peninsular [6]. This haze events have been suffered by country at 

Southeast Asia (SEA), such as Singapore, Brunei Darussalam, Thailand, Indonesia and Malaysia. 

The creation of haze is particularly related to weather patterns, air pollutant emissions and 

conversion of gas to particles. Haze is structured under stable weather conditions such as low 

winds and reversed thermodynamic elements due to high particle concentrations and gas-to-

particle conversion [7]. Meteorological variables such as atmospheric pressure, precipitation, 

humidity levels, atmospheric stabilization, physical and chemical relationships will determine the 

destiny and composition of suspended particles when they are transported [8-10]. Due to the 

perseverance of fine particles in the air and the ability of particles to be transferred over wider 

areas, the effect of haze is commonly geographic in scale. 

HPE events and its associated deterioration of air quality also affected Malaysia's 

economy, not to mention the agricultural production and biological diversity of the country. As 

detailed by Samsuddin et al. [11], episodes of haze have resulted in a decrease in production and 

development output and a decrease in tourist industry profit, particularly because of cancellation 

of flights. A study by Manan et al. [12] economic losses due to ambulatory expenses during haze 

episodes in this country during 2005, 2006, 2008 and 2009 resulted in losses of USD 91,000 per 

year with an average loss of USD 4,789 per haze day occurrence. 

Aware of the incredible impacts caused by the air pollution phenomena, many researchers 

had been studied vatious air quality predictions that may give vital data in arrange to require 

actions for the public before the pollution happens. A broad range of administrative warning 

technologies for taking precautions before or during air pollution periods have been established 

using statistical and models. Commonly used techniques linear regression, and non-linear 

parametric (artificial neural networks (ANN)) or non-parametric models had been used by most 

previous research. Multiple linear regression method gave well to moderate performances as 

reported by many researchers [13-16]. Machine learning algorithm such as ANN was also among 
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the popoular method in predicting PM10 concentration. From the studies conducted, ANN was 

stated to be a superior method compared to linear regression due to due to the ability to predict a 

non-linear pattern of the air pollutant [17-21]. Some of researchers combined two or more models 

in order to give better forecasting of PM10 concentration levels. To reduce the level of ambient 

air pollutants, Ismail et al. [22] conducted a study using statistical models through Multiple Linear 

Regression (MLR) and combination of Principal Component Analysis (PCA) and Multiple Linear 

Regression (MLR), can be known as Principal Component Regression (PCR) in industrial areas 

of Seberang Prai, Pasir Gudang, Kemaman and Nilai, Malaysia. Generally, MLR gives greater 

prediction model level of PM10 concentration at all stations compared to PCR based on 

performance indicators. The results obtained demonstrated that the percentage of model grow in 

accuracy with percent of 9.25, 12.53, 20.91, and 56.21% compared to the PCR model.  

Among of these models developed by previous researchers mentioned earlier were not 

conducted during the high particulate event (HPE). Knowing the great impact of HPE to social, 

economic and environment, this study attempt to model PM10 level during HPE. Three statistical 

models including a hybrid model of particulate matter (PM10) concentration during HPE were 

developed using Artificial Neural Network (ANN), Multiple Linear Regression (MLR) and 

Principal Component Regression (PCR) –a combination of Principle Component Analysis (PCA) 

and MLR. The performances of the prediction models were evaluated and the best model was 

selected using several performance measures. 

 

Expermental Part 

 

Study Location 

The selected study areas are located in peninsular Malaysia specifically in Klang Valley, 

Malaysia that includes Kuala Lumpur and its subsurbs and neighbouring cities and towns in the 

state of Selangor. Titiwangsa Mountains geographically outline Klang Valley and the Straits of 

Malacca with 6.9 million of populations recorded in 2013. Klang Valley is now recognized as an 

economic city in Malaysia with all of extensive physical development of public infrastructure, 

industrialization and rapid urbanization that has gradually deteriorated the air quality [22]. The 

specific location of selected study areas is in Petaling Jaya and Shah Alam. The description of 

the selected location for this project are tabulated in Table 1 below.  

 
Table 1. Geographical of the two air quality monitoring stations in Klang Valley 

 

Location 

ID 
Station Location 

Coordinate Background 

Latitude (E) Longitude (N) 

CA016 Sek. Ren. Sri Petaling, 

Petaling Jaya 

E 101 38.322 N 03 06.553 Industrial Areas 

CA025 Sek. Keb. TTDI Jaya, 

Shah Alam, Selangor 

E 101 33.375 N 03 06.281 Urban and 

Residential 

Areas 

 

Monitoring dataset 

Secondary dataset from Department of Environment (DOE), Malaysia consists of hourly 

data of trace gases including PM10, SO2, NO2, O3, CO concentration and weather parameters such 
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as wind speed, wind direction, ambient temperature and humidity for 5 years from 2012 until 

2016 were used in this study. The parameters and the units were tabulated in Table 2 below. 

 
Table 2. Parameters included in this research 

 

Parameter Symbol Unit 

Particulate Matter PM10 µg/m3 

Sulphur Dioxide SO2 ppm 

Nitrogen Dioxide NO2 ppm 

Ozone O3 ppm 

Carbon Monoxide CO ppm 

Wind Speed WS km/hr 

Ambient Temperature T °C 

Humidity H % 

 

Table 3 shows the statistical test for the hourly PM10 measurement records at the study 

areas. It can be seen that the skewness was > +1 indicating the dataset were skewed to the right. 

This shows that extreme event occurred and the higher value of skewness was recorded in 

Petaling Jaya. High range of PM10 level was observed (129 and 409µg/m3 in Petaling Jaya and 

Shah Alam repsectively) showing high variability of PM10 dataset in these two areas. This study 

focuses on modeling PM10 concentration during high particulate event. According to Malaysian 

Ambient Air Quality Standard (MAAQS), the averaging time for PM10 for 24 hours is 150µg/m3. 

Hence, only PM10 measurement that were >150µg/m3 were used as an input to the predictive 

model. The total number of PM10 measurement records used as an input (independent variables) 

were 1863 and 2328 for Petaling Jaya and Shah Alam respectively. 

 
Table 3. Descriptive statistics for PM10 measurement record from 2012 to 2016 

 

Study Area Mean  Median Maximum Minimum Range  Skewness N >150 µg/m3 

Petaling Jaya 51.12 44.6 390 5 385 3.27 1863 

Shah Alam 53.23 46.2 426 5 421 3.07 2328 

 

Model Development 

Overall, three models were developed, i.e., Multiple Linear Regression (MLR), Principle 

Component Regression (PCR) and Artificial Neural Network (ANN). For MLR and ANN, the 

measurement records of hourly particulate matter (PM10), weather parameters (wind speed (WS) 

ambient temperature (T), humidity (H), and other pollutants (O3, SO2, NO2, and CO) were used 

as input. In the PCR model, the principal components (PCs) were used as input. The output for 

this study is the prediction value of PM10 concentration for the next-day (PM10 (t+24)), the next-

two-day (PM10 (t+48)) and the next-three-day (PM10 (t+72)). Random partition of the dataset was 

conducted using SPSS where 80% of the data were used for model development and the 

remaining data (20%) were used for model validation.  

Multiple Linear Regression (MLR) 

The MLR is a linear procedure in which an implication is made with one or more reference 

sites about the spatial link between the concentrations of the target site. The obtainable dataset 

are being modelled with the use of linear predictor functions. Linear regression is generally the 

most utilized analysis in statistical applications and involves training in order to estimate the 

values of definite coefficients, following the equation [23]:  
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𝑧𝑖 = 𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 +⋯+ 𝜀,  (1) 

 

where: zi is the target site data, x is the reference site data, b is the regression coefficients that 

correlate the response variable (air pollutant concentrations at the target site) and ɛ is the error. 

In this study, PM10 (t+24), PM10 (t+48) and PM10 (t+72) was the dependent variable and PM10 and 

the trace gases (O3, SO2, NO2, and CO concentration) and weather parameters (T, H and WS) 

were the explanatory variables. 

Principle Component Regression (PCR) 

Principle Component Regression (PCR) is a hybrid model where it is the combination of 

principle component analysis (PCA) and multiple linear regression (MLR). In this study, 

Principle Component Analysis was first developed as a determination method for grouping the 

descriptors and selecting the best group of them as input for the MLR. Prior to conducting 

Principal Component Analysis (PCA), the Kaiser–Meyer–Olkin (KMO) and Bartlett’s test of 

sphericity tests needed to be performed. KMO test was used to measure sampling adequacy for 

each variable in the model. The value of KMO must be greater than 0.5, showing that the data 

are adequate [24]. In addition, Bartlett’s test of sphericity was applied to show a high degree of 

relationship between the parameters and that the data are suitable for factor analysis (p < 0.001). 

These re-quirements had been completed before the Principal Component Analysis. PCA is 

generally written as below [24]: 

 

                                 𝑃𝐶𝑖 = 𝐴1𝑖𝑋1𝑗 + 𝐴2𝑖𝑋2𝑗 +⋯+ 𝐴𝑛𝑖𝑋𝑛𝑗,  (2) 

 

where: PCi is ith principal component, Aji is the loading of the observed variable, X is the measured 

value of variables, i is the component number, j is the sample number, and n is the total number 

of variables.  

The principal components (PCs) generated by PCA is advisable to rotate them using 

varimax rotation with the eigenvalues greater than 1 [25]. Varimax factors (VFs) coefficient with 

a correlation from 0.75 are considered as a strong significant factor loading; those that range from 

0.50–0.74 are moderate, while 0.30–0.49 are classified as weak significant factor loading [24-

27]. The principle regression analysis (PCR) of these PCs as independent variables will yield 

appropriate estimation of the parameter. Architecture of the PCR model for prediction of PM10 

(t+24) for the next day is shown in figure 1.  

Artificial Neural Network (ANN) 

The structure of neural network developed includes of interrelated connections of artificial 

processing units, namely neurons, and they process information by error minimization within a 

finite computation loop. A neural network can be trained to digest a complex relationship between 

two or more distribution of datasets. The feedforward back-propagation (FFBP) neural network 

is the most frequent neural network used to predict PM10 concentrations where the input has a 

non-linear pattern and consisted of the pattern of its neurons. The input signal is commanded 

from the input layer after it is processed to the output layer. Each of the neurons in the hidden 

layer and output layer is functioned by a non-linear function, which can be known as activation 

function where it depends on a weighted total of its inputs and neuron-specific parameter, namely 

bias. The number of neurons used in this study were from 1 to 20. For the transfer function, three 
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commonly applied transfer function were tested namely log-sigmoid, tangent-sigmoid and 

purelin functions. 

 

 
 

Fig. 1. Architecture of PCR model for prediction of PM10 for the next day 

 

Performance Measure 

After all the models had been developed, the performances of the model were evaluated 

using model performance assessment. In this research, five performance measures had been 

calculated to obtain the agreement between predicted and observed hourly PM10 concentration 

during high particulate event. The tests are Normalized Absolute Error (NAE), Root Mean 

Squared Error (RMSE), Index of Agreement (IA), Prediction Accuracy (PA) and coefficient of 

determination (R2). The formula of all the performance indicators mentioned above are given as 

in Table 4 [28]. 
 

Table 4. Performance Measure [28]  
 

Performance Measure Formula Description 

Normalised Absolute Error 

(NAE) 

∑ |𝑃𝑖 − 𝑂𝑖|
𝑛
𝑖=1

∑ 𝑂𝑖
𝑛
𝑖=1

 

 

 

 

Closer to 0 indicates 

better method Root Mean Squared Error 

(RMSE) 
1

𝑛 − 1
∑(𝑃𝑖 −𝑂𝑖)

2

𝑛

𝑖=1

 

Index of Agreement (IA) 
1 − [

∑ (𝑃𝑖 − 𝑂𝑖)
2𝑛

𝑖=1

∑ (|𝑃𝑖 − �̅�| + |𝑂𝑖 − �̅�|)2𝑛
𝑖=1

] 

 

 

 

 

Closer to 1 indicates 

better method 
Prediction Accuracy (PA) ∑ (𝑃𝑖 − �̅�)2𝑛

𝑖=1

∑ (𝑂𝑖 − �̅�)2𝑛
𝑖=1

 

 

Coefficient of Determination 

(R2) 

∑ (𝑃𝑖 − �̅�)𝑛
𝑖=1 (𝑂𝑖 − �̅�)

𝑛. 𝑆𝑝𝑟𝑒𝑑𝑆𝑜𝑏𝑠
 

 

Where: n is the sum of hourly measurements at particular site, Pi is the predicted values of a set 

of hourly monitoring record, Oi is the observed values of a set of hourly monitoring record,   �̅� is 

the mean predicted value of a set of hourly monitoring record, �̅� is the mean observed value of a 

set of hourly monitoring record, and Spred is the standard deviation of the predicted value of a set 
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of hourly monitoring record and Sobs is the standard deviation of the observed value of a set of 

hourly monitoring record between the input and output vectors. 

 

Results and discussion 

 

Principle Components (PCs) as the input of PCR Model 

Table 5 shows the results for Kaiser–Meyer–Olkin (KMO) and Bartlett’s test of sphericity. 

The KMO values were greater than 0.5 and the significant p-value for Bartlett’s Test were smaller 

than 0.001 for both stations. Hence, these datasets were suitable for PCA. 

 
Table 5. Parameters included in this research 

 

Station KMO Measure 

of Sampling 

Adequacy 

Bartlett’s Test of Sphericity 

Approximate 

Chi-Square 

p-Value 

Petaling Jaya 0.688 8292.85 0.000 

Shah Alam 0.577 14109.95 0.000 

 

After the extraction of PCA was applied, factors that were taken as the principal 

component (PCs) were based on eigenvalues of more than 1 (>1.0) and varimax rotation was used 

as a criterion. The eigenvalues for all linear components before extraction, after extraction, and 

after rotation are shown in Table 6. Based on the percentages of the eigenvalues, the most 

significant principal component in explaining the amount of variance for Petaling Jaya is the first, 

followed by the second and third principal components whereas for Shah Alam, only two 

principle componets were included. 

 
Table 6. Total Variance Explained for Petaling Jaya and Shah Alam 

 

Component Station Initial Eigenvalues 

Total Variance (%) Cumulative (%) 

1 

2 

3 

Petaling Jaya 3.424 

1.582 

1.050 

42.803 

19.776 

13.120 

42.803 

62.579 

75.699 

1 

2 

Shah Alam 3.805 

1.744 

47.567 

21.804 

47.567 

69.371 

 

 
Table 7. Sub model for PCR model in Petaling Jaya and Shah Alam 

 

Area 

Principle 

Component 

(PCs) 

Sub-model 

Petaling Jaya PC1 

PC2 

PC3 

0.955T – 0.901H +0.819 WS +0.805O3 

0.876PM10 + 0.867 CO 

0.832SO2 – 0.588NO2 

Shah Alam PC1 

PC2 

0.970T + 0.902H +0.897WS – 0.856O3 – 0.656PM10 

0.866CO + 0.842SO2 +0.507NO2 

 

The scores of high loadings components with an eigenvalue greater than or equal to 1 were 

selected as an input to the modified models. The sub-models of each principal component 
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according to the study areas is given in Table 7. The moderate factor loading of the Varimax 

factors (VFs) and coefficient (≥0.50) are considered as the components of each principal 

component (PCs). 

Prediction Model 

Table 8 presents the MLR and PCR prediction models for PM10 level in Petaling Jaya and 

Shah Alam for the next-day, the next-two-days and the next-three-days. From the MLR equations 

obtained, PM10 consists of positive contribution from CO, NO2, and O3 for all the predicted days 

in both study areas. While there was negative contribution from all meteorological parameters 

with PM10 such as temperature (T), wind speed (WS) and humidity (H). PCR was developed in 

order to enhance the prediction of MLR model and improve the extrapolative ability of MLR by 

using PCs as the inputs for PM10 concentrations forecasting. For PCR model, significant high 

coefficient value of PC3 can be observed in Petaling Jaya which mainly consist of SO2 and NO2 

concentration (Table 8). In Shah Alam, only 2 PCs were included as input for MLR.  

 
Table 8. Predictive Models using MLR and PCR in Petaling Jaya and Shah Alam 

 

Area 
Forecasting 

Day 

Method 
Prediction Model 

 

 

 

Petaling 

Jaya 

Next day 

 

 

Next two days 

 

 

Next three days 

MLR 

 

PCR 

MLR 

 

PCR 

MLR 

 

PCR 

PM10 (t+24) = 9.908 + 3.443 CO - 0.082 H + 9.363 NO2 + 50.807 O3 +    

                   0.975 PM10 + 50.408 SO2 - 0.219 T - 0.403 WS  

PM10 (t+24)  = -0.182 + 0.063 PC1 + 1.968 PC2 - 45.728 PC3 

PM10 (t+48) = 21.708 + 6.614 CO - 0.163 H + 16.99 NO2 + 94.248  

                   O3 + 0.947 PM10 + 20.428 SO2 – 0.436 T - 0.862 WS 

PM10 (t+48) = 0.76 + 0.068 PC1 + 1.947 PC2 - 122.595 PC3 

PM10 (t+72) = 37.466 + 9.541 CO - 0.246 H + 27.919 NO2 + 137.11 O3  

                   + 0.916 PM10 - 43.435 SO2 – 0.778 T - 1.201 WS 

PM10 (t+72) = 2.23 + 0.056 PC1 + 1.919 PC2 - 194.894 PC3 

 

 

 

 

Shah Alam 

Next day 

 

 

Next two days 

 

 

Next three days 

MLR 

 

PCR 

MLR 

 

PCR 

MLR 

 

PCR 

PM10 (t+24) = -0.948 + 4.628 CO - 0.048 H + 84.333 NO2 + 54.739  

                    O3 + 0.963 PM10 + 115.577 SO2 + 0.034 T - 0.313 WS 

PM10 (t+24) = 0.993 + 0.089 PC1 + 2.496 PC2 

PM10 (t+48) = -0.954 + 8.553 CO-0.103 H + 144.744 NO2 + 91.117 O3  

                    + 0.927 PM10 + 208.419 SO2 +  0.134 T - 0.7 WS 

PM10 (t+48) = 3.033 + 0.154 PC1 + 2.468 PC2 

PM10 (t+72) = -13.025 + 12.021 CO -0.097 H + 194.902 NO2 + 107.144  

                   O3 + 0.893 PM10 + 171.573  SO2 + 0.563 T - 1.195 WS 

PM10 (t+72)  =5.079 + 0.181 PC1 + 2.434 PC2 

 

 

Table 9 summarizes the best ANN model for predicting PM10 level in Petaling Jaya and 

Shah Alam. Two parameters were varied i.e. the transfer function (log-sigmoid, tangent-sigmoid 

and purelin functions) and the number of hidden notes (from 1 to 20). The selection of the best 

ANN models was done using performance measures as depicted in Table 4. 

 For transfer function, transig-purelin was the best for both of the areas. Mean while, for 

number of hidden notes, higher numbers gave better prediction of PM10 level.  
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Table 9. Summary of the best ANN model in Petaling Jaya and Shah Alam 
 

Area 
Forecasting 

Day 

Transfer 

Function 
Number of hidden notes 

Petaling Jaya Next day 

Next two days 

Next three days 

 

Tansig-Purelin 

 

6 

20 

14 

Shah Alam Next day 

Next two days 

Next three days 

 

Tansig-Purelin 

 

17 

17 

15 

 

 

Performance Assesment of the Prediction Model 

Table 10 shows the calculated value of performance assessments of the three prediction 

models for the next-day, the next-two-day and the next-three-day.  

 

 
Table 10. Predictive Models using MLR and PCR in Petaling Jaya and Shah Alam 

 

Area 
Forecasting 

Day 

Method Performance Measures 

NAE RMSE IA PA R2 

 

 

 

 

Petaling 

Jaya 

Next day 

 

MLR 

PCR 

ANN 

0.0257 

0.0268 

0.0242 

6.4615 

6.6047 

6.0905 

0.9980 

0.9979 

0.9982 

0.9956 

0.9958 

0.9964 

0.9866 

0.9863 

0.9876 

Next two days 

 

MLR 

PCR 

ANN 

0.0484 

0.0509 

0.0444 

11.1376 

11.6173 

10.2152 

0.9939 

0.9933 

0.9948 

0.9879 

0.9868 

0.9899 

0.9707 

0.9686 

0.9747 

Next three days  

 

MLR 

PCR 

ANN 

0.0700 

0.0737 

0.0634 

15.6931 

16.5094 

13.7365 

0.9877 

0.9862 

0.9905 

0.9758 

0.9732 

0.9817 

0.9471 

0.9420 

0.9586 

 

 

 

 

Shah 

Alam 

Next day 

 

 

MLR 

PCR 

ANN 

0.0238 

0.0239 

0.0230 

6.0483 

6.3419 

5.7976 

0.9980 

0.9978 

0.9982 

0.9960 

0.9956 

0.9963 

0.9878 

0.9870 

0.9884 

Next two days 

 

MLR 

PCR 

ANN 

0.0427 

0.0451 

0.0392 

9.9477 

10.7766 

9.1886 

0.9945 

0.9935 

0.9953 

0.9890 

0.9871 

0.9906 

0.9740 

0.9703 

0.9772 

Next three days  

 

MLR 

PCR 

ANN 

0.0592 

0.0644 

0.0573 

13.8466 

15.2131 

13.1267 

0.9891 

0.9867 

0.9902 

0.9787 

0.9743 

0.9808 

0.9537 

0.9452 

0.9579 

 

 

ANN had rather performed better and more efficiency to predict better future PM10 

concentration during high particulate event especially in Petaling Jaya and Shah Alam. This can 

be observed as the prediction accuracy (IA, PA and R2) were the highest and the least calculated 

error (NAE and RMSE) found in ANN models for both study areas. Subsequently, the prediction 

for one day ahead indicated a decrement trend in performances in each location. Hence, next day 

prediction was the best day to predict the PM10 specifically during high particulate event in 
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Petaling Jaya and Shah Alam. The model performances showed a good agreement between the 

predicted and observed PM10 concentration for one day ahead in Petaling Jaya and Shah Alam.  

ANN also performed better in forecasting PM10 concentration for the next-two-day at both 

study areas. In instance, the result from performance indicators indicated that ANN had the least 

calculated error and the highest value of accuracy measure making ANN the best method for the 

next-two-day prediction. The result obtained also proved that ANN are able in estimating PM10 

concentration for next-three-day as the result of the best calculated value of performance measure 

than other models in both of the study areas. 

Most of previous study, obtained that PCR model was satisfactory compared to MLR. 

However, once comparing MLR with PCR, the MLR model performed better than PCR for both 

study areas. This result was corresponded with Ismail et al. [22] that this might because the dataset 

used for this analysis were not sufficient because only the dataset of high concentration of PM10 

during high particulate event (HPE) were used in this study. In addition, the performance of PCR 

was not good as compared to MLR because the frequency distribution of PM10 in the dataset may 

intensely influence the modelling outcomes, and the application of PM10 data with uniform 

distribution may lead to an appropriate model for the forecasting of extreme events. However, 

utilization of this training database reduces the accuracy of low and normal PM10 concentration 

forecasts. Accordingly, combining two PM10 forecasting models, which had been developed 

using training datasets with different frequency distributions, may lead to a suitable model for 

predicting with low to high PM10 concentrations [29, 30]. MLR model could performed better 

than PCR because the selection of high PM10 concentration where only the peak concentration of 

PM10 during hourly was selected. It means that during high particulate event, simple model can 

be used to predict the high concentration of PM10 for one day ahead as it is easier compared to its 

hybrid model that is more complicated. 

Figure 2 shows the scatter plot of the predicted PM10 concentration and the observed PM10 

concentration using ANN method in Petaling Jaya and Shah Alam.  

The correlation coefficient was significantly high, where the R2 value were 0.9929, 0.98 

and 0.9638 for the next day, next two days and next three days prediction in Petaling Jaya. 

Moreover, Shah Alam also recorded the successful model developed, as the value tend to be 

closer to 1 for the next day (R2 = 0.9929), next two days (R2 = 0.9814) and the next three days 

prediction (R2 = 0.962). Hence, it can be summarized that the ANN model is the most satisfactory 

model to predict the PM10 concentration specifically during the high particulate event (HPE) in 

Klang Valley. Wong et al. [19] has developed models such as MLR, PCR, ANN and PCA-ANN 

showing the predictive ability for 24-hours PM10 concentration in urban-industrial areas in Shah 

Alam, Kuala Terengganu and Melaka by using 5 years interval dataset (2008-2012) consisting of 

PM10, SO2, NOX, O3, wind speed, humidity and temperature. The author summarized that the 

obtained results were rather satisfactory with ANN models, with values of R2 for the test sets 

ranging between 0.32 to 0.62 for three sites and the values of IA ranging from 0.69 to 0.87. 

Additionally, the author stated that the performance of the examined ANN model was superior in 

comparison with the other models developed in parallel. However, it must be highlighted that the 

author analysed the model not during the high particulate event (HPE). 
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Fig. 2. Scatter plot of the predicted against observed PM10 concentration at Petaling Jaya and Shah Alam 

 

 

Conclusions 

 

PM10 is among of the main air pollutants in Malaysia and seems to be crucial to the 

Malaysian Air Pollution Index (MAPI) calculation especially during High Particulate Event 

(HPE). A dataset of PM10 concentration in Petaling Jaya and Shah Alam for five years (2012-

2016) was thus obtained from Department of Environment, Malaysia. A total of eight parameters, 
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consists of trace gases, i.e. particulate matter (PM10), nitrogen dioxide (NO2), sulphur dioxide 

(SO2), ozone (O3) and carbon monoxide (CO) and weather parameters i.e. wind speed, ambient 

temperature and humidity had been used in this research. This study focuses on modeling PM10 

level during High Particulate Event (HPE). Three models were employed to predict next-day 

(PM10 (t+24)), next-two-day (PM10 (t+48)), and next-three-day (PM10 (t+48)) of PM10 air pollutant 

concentrations and the best model was selected. Based on the performance comparison, ANN 

models showed highest R2, IA and PA which the values nearest to 1 while it showed least error 

that closest to zero for NAE and RMSE. ANN model successfully trained by different transfer 

function. Hybrid model of PCR did not perform better as claimed by previous research. PCR 

could not perform better due to insufficient dataset as only the data of high concentration 

(>150µg/m3) of PM10 concentration were used in this study. Besides, the performance of PCR 

was not good as compared to MLR because the frequency distribution of PM10 in the training 

dataset may intensely influence the modelling outcomes. It means that during high particulate 

event, simple model can be used to predict the high concentration of PM10 for one day ahead as 

it is much easier compared to its hybrid model which is more complicated. Thus, it is concluded 

that ANN models were most suitable for estimating the PM10 concentration during high 

particulate event in Klang Valley.  The models can be effectively developed for the protection of 

public health by providing the respective population with way earlier warnings.  
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